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Abstract—As Neural Processing Units (NPU) or accelerators
are increasingly deployed in a variety of applications including
safety critical applications such as autonomous vehicle, and
medical imaging, it is critical to understand the fault-tolerance
nature of the NPUs. We present a reliability study of Arm’s
Ethos-U55, an important industrial-scale NPU being utilised
in embedded and IoT applications. We perform large scale
RTL-level fault injections to characterize Ethos-U55 against
the Automotive Safety Integrity Level D (ASIL-D) resiliency
standard commonly used for safety-critical applications such as
autonomous vehicles. We show that, under soft errors, all four
configurations of the NPU fall short of the required level of
resiliency for a variety of neural networks running on the NPU.

We show that it is possible to meet the ASIL-D level resiliency
without resorting to conventional strategies like Dual Core Lock
Step (DCLS) that has an area overhead of 100%. We achieve
so through selective protection, where hardware structures are
selectively protected (e.g., duplicated, hardened) based on their
sensitivity to soft errors and their silicon areas. To identify the
optimal configuration that minimizes the area overhead while
meeting the ASIL-D standard, the main challenge is the large
search space associated with the time-consuming RTL simulation.
To address this challenge, we present a statistical analysis tool
that is validated against Arm silicon and that allows us to quickly
navigate hundreds of billions of fault sites without exhaustive
RTL fault injections. We show that by carefully duplicating a
small fraction of the functional blocks and hardening the Flops in
other blocks meets the ASIL-D safety standard while introducing
an area overhead of only 38%.

I. INTRODUCTION

Machine learning accelerators, especially those that target
Deep Neural Networks (DNNs), are increasingly used in
safety-critical applications, such as autonomous vehicles [27],
[28], [87] and medical devices [29]. Ensuring reliable and
resilient operations have become essential [90]. Among all
sources of vulnerabilities, we focus on soft errors [65], [74],
[78], which are transient faults induced by radiation or other

external factors (e.g., voltage droops) that can compromise the
integrity of data and computations within an NPU. This paper
focuses on Arm’s Ethos-U55 [8] microNPU, a commercial
DNN accelerator used primarily for embedded applications.
We provide a thorough characterization of U55’s resiliency
against soft errors and evaluate how U55’s resiliency is im-
pacted by a number of commonly used soft-error mitigation
techniques.

Using the RTL of U55, we perform a large-scale fault
injection campaign (Sec III). We show that U55, across a
range of hardware configurations and DNNs, shows a Silent
Data Corruption (SDC) rate lower than 0.1× 10−15 per in-
ference. While exceedingly low and indeed lower than (i.e.,
satisfies) the Automotive Safety Integrity Level (ASIL) B
and C standards, the SDC rate still violates the ASIL-D
standard, the most strict form of ASIL. The SDC rate, perhaps
unsurprisingly, increases with the scale of the NPU (e.g., MAC
array/on-chip SRAM sizes).

We then dive deeper into individual functional blocks in
the U55 NPU. We show that different functional blocks in
the NPU (e.g., MAC array vs. DMA vs. control block) have
inherently different sensitivity toward soft errors: generally
the units responsible for managing dataflow and for decoding
weights from memory, when experiencing a soft error, could
lead to a higher rate of overall system SDC than other hard-
ware structures. Critically, this sensitivity pattern holds under
different process nodes but changes significantly depending on
whether faults in logic elements are considered.

We then characterize how U55’s soft-error resiliency can be
improved by common, existing soft-error protection/mitigation
techniques (Sec IV). This is an important study because all
protection techniques, such as modular redundancy [31], [81]
or flop hardening [10], [42], [44], [55], introduce area overhead
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1. However, we find that different function blocks in U55
have different area-vs-resiliency trade-offs. For instance, the
control unit tends to be small but is sensitive to soft errors.
Therefore, there exists an optimal protection strategy given an
area budget, which is an important figure of merit in embedded
applications as U55 is commonly used.

To characterize the area-vs-resiliency trade-off of U55, we
present an internal statistical analysis tool that is validated
against Arm silicon and that allows us to quickly navigate
hundreds of billions of fault sites without exhaustive RTL fault
injections. We show that in order to meet the most stringent
ASIL-D standard, some form of modular redundancy must
be introduced. However, one does not have to duplicate all
the function blocks. In particular, Ethos-U55 meets ASIL-D
standard when only Traversal Unit (TSU) and Weight Decoder
(WD) blocks are duplicated and DMA and MAC Unit blocks
have their FFs hardened.

In summary, this paper makes the following contributions:
• To the best of our knowledge, this is the first large-scale

resiliency characterization of a commercial NPU based
on RTL fault injections. See Sec VI for comparison with
prior works in commercial accelerator reliability analysis.

• We report the soft error resiliency of all the key functional
blocks of Ethos-U55 NPU; these blocks are representative
as they are found in common ML inference processors in
the industry. Such reliability analysis helps us understand,
at a per functional block level, the overhead-vs-resiliency
trade-off of various protection mechanisms and how they
affect the overall reliability of the IP.

• We also show that when searching for soft-error detection
strategies to meet the highest safety standards under
silicon area constraints, it is in the designer’s interest
to look at a mixture of detection schemes rather than
choosing one scheme for the entire IP.

• We describe a fast and faithful resiliency characterization
methodology used inside Arm. The methodology com-
bines functional block level RTL fault injection (using
Synopsys Z01X [80]) and (RTL-validated) statistical
fault analysis (Thales [83]).

II. BACKGROUND

We first describe the scope of our work (Sec II-A). We
then describe the basics of soft-errors (Sec II-B). We describe
in detail the architecture and use cases of Arm’s Ethos-U55
(Sec II-C). We end the section by discussing the existing
methods of soft-error resilience (Sec II-D).

A. Scope and Assumptions
We are interested in characterizing the soft-error reliabil-

ity of Ethos-U55 [8]. While transient soft-errors can occur
anywhere on the chip [21], [22], [44], [51], [61], they are
most damaging to logic structures and Flip-Flops (FF); other
storage structures are usually protected by error correction
codes [13], [77]. In this work, we use FIT rate and SDC rate as
metrics to quantify the reliability of the NPU. In the context of

1They will introduce power overhead too, but we are not allowed to share
detailed power results.
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Fig. 1. Ethos-U55 functional blocks diagram [7]

DNN accelerators, an SDC is an inference mis-prediction [17],
whereas FIT rate not only considers SDCs but crashes as well.

B. Soft-Errors

The Single Event Effects (SEEs) encompass both Single
Event Transients (SETs) and Single Event Upsets (SEUs). A
SET occurs as a voltage glitch at the output of a combinational
gate when an incident particle deposits adequate charge in the
gate’s sensitive region. Subsequently, the SETs can propagate
to sequential cells and induce a change in the stored logic
value, leading to a soft error or SEU. Alternatively, soft
errors may result from energetic particles directly impacting
sequential logic components like flip-flops and latches.

C. Ethos-U55 Overview

Ethos-U55 is Arm’s first microNPU designed for the em-
bedded market and meets the requirements for performance
with low area and power giving 90% energy reduction with
up to 480x performance increase as compared to Cortex-M
series alone. U55 is designed to operate while coupled to
Cortex-M [2], [3] series processors, which act as controllers.

U55 is being used widely in the market by companies such
as Alif Semiconductors for their Ensemble Series of IP. Their
E1, E3, E5, and E7 series [75] uses U55 for applications
such as wearables, security camera systems, medical devices,
and retail applications. NXP has also integrated U55 and
U65 [1] with their i.MX [5] series of processors to be used in
systems such as driver monitoring systems in the automotive
sector. With U55 being utilized in safety-critical applications,
it becomes important to characterize the inherent reliability of
the design for meeting stringent safety requirements.

Fig 1 showcases the various functional blocks comprising
the IP, whose functionality is described below:

• Direct Memory Access (DMA) Controller: manages
the movement of data from external memory to on-chip
memory.
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• Central Controller (CC): is responsible for managing
the distribution of tasks to all the units in the NPU. We
divide the CC in two parts:
– Traversal Unit (TSU): manages the dataflow to and

from the MAC unit to maintain correct execution
– Register File (REG): stores configuration values in

CC.
• Weight Decoder (WD): reads the weights from either

on-chip RAM or from an internal buffer and dispatches
weights to the MAC array.

• MAC Array: carries out the Multiply and Accumulate
operations on the input and weights.

• Activation Unit (AO): receives the output feature map
from the MAC array and can apply either activation
functions or add bias to the read values.

• Shared Buffer: is used to store the intermediate output
feature maps, input activations, and/or weights. We as-
sume that memory structures (such as SRAM, DRAM)
are protected using either ECC and/or parity [59].

D. Existing Soft-Error Resilient Approaches
Dual Modular Redundancy (DMR) duplicates a func-

tional block executing a program and comparing the two sets
of outputs. If the checking logic detects any mismatch between
the outputs, OS can send a request a re-execution of the
program or employ recovery mechanisms. DMR is an effective
detection strategy against bit-flips incurred by direct charge
injection in a FF and also for latching a SET due to an error
injection in combinational logic.

Flop Hardening modifies a FF such that a bit-flip is
significantly less likely to take place. While a hardened FF
will make it difficult for a particle strike to flip the bit stored in
the FF, it would not prevent the FF from latching onto a SET
that reaches the input of the FF [72]. The Dual Interlocked
Storage Cell (DICE) is a widely utilized custom rad-hard flip-
flop design [10]. An alternative approach, Quatro, based on
Cascode Voltage Switch Logic (CVSL), has been proposed
to achieve better performance at high LET values [42], [44],
[55]. Some custom flip-flop designs have also addressed Single
Event Transients (SETs). For example, an improved DICE
implementation with integrated tunable delay elements for
SET filtering was suggested [48].

III. ETHOS-U55 SOFT ERROR CHARACTERIZATION

We first describe our methodology for obtaining the charac-
terization data (Sec. III-A). We then describe how the SoC FIT
rate is translated to NPUs SDC per inference (Sec. III-B). We
then put forward the resiliency data for Ethos-U55 for various
configurations and applications (Sec. III-C). We then describe
in detail various factors constituting the resiliency behavior
of Ethos-U55 (Sec. III-D). And finally, we end the section
by discussing the absence of a correlation between area of a
functional block and its inherent resiliency (Sec. III-E).

A. Fault Injection Setup
We use RTL fault injection to obtain precise soft-error

resiliency data. We use Synopsys Z01X™ [80], which is an

TABLE I
WORKLOADS USED FOR SOFT-ERROR RESILIENCY CHARACTERIZATION.

ASR STANDARDS FOR AUTOMATIC SPEECH RECOGNITION.

Category Total Parameters Network Dataset

Classification 1.1×106 CifarNet [37] CIFAR-10 [50]
Classification 11.2×106 ResNet-18 [34] ImageNet [23]

ASR 23×106 Wav2Letter [20] LibriSpeech [64]

industrial-scale RTL fault injection tool, to pick hardware fault
sites, represented as < Cycle,FF,BP >, to flip.

For a single run, the tool picks a single fault-site to flip
and performs the RTL simulation that runs the application to
the end. For each application, we inject over 2 million faults
into the Arms Ethos U55 RTL and run the RTL simulations.
This ensures that the resiliency data has less than 1% of error
margin with a 99% confidence interval per application.

Tbl. I lists the applications we use to evaluate the reliability
of Arms Ethos U55. We choose applications that are utilized in
safety-critical scenarios and vary in their sizes, as the size of a
network has previously been shown to affect the resiliency of
neural networks [41]. CifarNet [37] is a widely used neural
network in embedded autonomous platforms [49]. ResNet-
18 [34] is utilized as the backbone of the majority of object
detection networks deployed in autonomous vehicles (tradi-
tional object detection networks are not supported on U55 [9].
We also use Wav2Letter [20], an automatic speech recognition
(ASR) network by Meta. ASR has been utilized in safety-
critical systems such as aviation to improve flight efficiency
and air traffic control to improve communications [6], [47].

B. Translating SoC FIT Rate to NPU SDC per Inference
Synopsys Z01X™compares the output of a fault-injected

run with a faultless run and flags an error on output mismatch.
For our applications, we consider an SDC to take place when
there is a top-1 label mismatch for the image classification
tasks and a decrease in word error rate (WER) for the
ASR task. We note that using the per-inference misprediction
approach, while applies to image classification and ASR tasks
this paper focuses on, may not apply to all ML tasks; the
notion of SDC, indeed, must be defined on a per-task basis,
because different tasks have different task-level masking. For
LLMs [24], [82] and generative AI tasks [63], [68], it is still
an open question as to how SDCs should be defined.

For applications such as self-driving cars, the overall FIT
rate of the chipset should be less than 10 (failures) in 1 billion
hours of operation to meet ASIL-D standards for critical
components such as airbags and antilock braking [79]. Other
ASIL standards are more relaxed. Specifically, for ASIL-B
and ASIL-C standards (enforced on brake lights and active
suspension [79]) the FIT rate should be less than 100 (failures)
per 1 billion hours of operation.

Since NPU is just a fraction of an SoC, the NPU’s FIT rate
requirement should just be a fraction of that of the SoC. The
fraction equals the area of the NPU with respect to the entire
SoC, as described by Li et al. [54] and Fidelity [35]. For an
SoC such as Tesla FSD Chip [87], an Ethos-U55 will occupy
a fraction of the area depending on the MAC configuration
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Fig. 2. SDC Rate of Ethos-U55 while running ResNet-18, CifarNet, and
Wav2Letter at TSMC 16nm technology node.

(0.12 for MAC-32, 0.14 for MAC-64, 0.17 for MAC-128 and
0.27 for MAC-256). Based on the fraction of area, the FIT
requirements for each MAC configuration become 0.12, 0.14,
0.17, and 0.27 failures per 109 hours for MAC-32, MAC-64,
MAC-128, and MAC-256 respectively.

We use Synopsys Z01X™ to perform RTL-level fault in-
jections, which provides the relative FIT rate assuming a fault
has occurred. Based on the raw FIT rate data of flip flops [11]
and the inference time of a DNN, we can then calculate
the absolute FIT rate of the NPU. Using a conservative
inference time of 0.3 ms (which accounts for the slowest
running application in our experiments), we estimate that the
required FIT rate has to be less than 0.1×10−15, 0.12×10−15,
0.15×10−15 and 0.23×10−15 to be comparable with ASIL-
D standards for MAC-32, MAC-64, MAC-128, and MAC-256
configurations respectively.

As mentioned previously, while calculating FIT rate, SDC
and crashes both are considered. We show in Sec. III-C,
that even while considering just the SDCs for Ethos-U55, its
resiliency falls short of ASIL-D standards. Moreover, crashes
are easier to detect than SDCs and do not require the same
amount of overhead as SDC detection and protection. Due to
these reasons, we do not consider crashes in this work and
hence can use the FIT rate calculated above as the required
SDC rate per inference to meet the ASIL-D standards.

C. How Resilient is Ethos-U55 to Soft Errors?
Fig 2 shows that the SDC rate of the NPU varies sig-

nificantly with the application it is running as well as the
underlying hardware configuration. CifarNet [37] consistently
performs best on the resiliency aspects on all the four Ethos-
U55 configurations whereas, Wave2Letter [20] is the worst
performing application on all the hardware configurations. For
the given set of applications, MAC-32 configuration is most
resilient to soft-errors.

More interestingly, as per our experiments, Ethos-U55 does
not to meet the ASIL-D standards as the reported SDC rate
(or the FIT) is ≥ 0.1×10−15 for all configurations. Therefore,
it becomes important to understand what factors affect the
resiliency of Ethos-U55. We dissect the NPU and look at the
contribution of each individual functional block in the NPU

Fig. 3. Functional block SDC contribution for different configurations of Arm
Ethos-U55.

to the overall resiliency of Ethos-U55, for all the different
MAC configurations, running the given applications, on a chip
fabricated in possible different technology nodes.

D. Factors Shaping Functional Block Resilience
1) Sensitivity to MAC Sizes: The resiliency of NPU func-

tional blocks is sensitive to MAC array size which dictates
how many multiply-and-accumulate computations can take
place at any point in time. It also dictates the manner in
which any large computation is broken down into smaller
tasks, which affects the reuse of weights and/or activations.
Intuitively, this changes the number and/or position of the
faulty neuron in the neural network, eventually resulting in a
variation in the MAC SDC rate. Fig 3 shows the variation in
SDC contribution of each functional block running CifarNet
on four possible configurations of Arm Ethos-U55, proving
our intuition correct.

In addition, as shown in Fig 3, the sensitivity of the SDC
rate of the MAC unit to changes in MAC fabric size is logical,
but it is surprising that other functional blocks also exhibit
sensitivity to this variation. We see such a behavior because a
change in MAC fabric size changes the task execution chunk
size. To adapt to the new chunk size, all other functional blocks
in the IP have to modify their execution flow which changes
the block ultimately affecting the SDC rate of the block.

2) Sensitivity to Applications: Applications running foot-
print on the NPU impact the resiliency of a functional block
within the IP. Each of the applications have a unique utilization
footprint on each of the functional blocks which leads to
varying performance on the underlying hardware.

To verify our intuition, we carry out RTL fault injection
on Ethos-U55 with three different sets of applications. Fig. 4
shows that blocks like DMA might be less resilient than AO
while running ResNet-18, but that might not be the case when
CifarNet is running on U55. Therefore, if a protection scheme
is devised with just few applications in mind, it might fall
short of the required resiliency levels for other applications.

3) Sensitivity to Technology Node: A chosen technology
node can dictate the soft-error reliability of a single FF [60]
and hence that of functional blocks comprising the FFs. [73]
et.al show how FFs Soft Error Rates (SER) have reduced
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Fig. 4. Block-wise SDC contribution for different applications running on
Arm Ethos-U55 [8] with MAC-32 configuration.

Fig. 5. Variation in the reliability of Arms Ethos U55 [8], for TSMC 16 nm
and 7 nm technology nodes for MAC-32 configuration running ResNet-18.

drastically with advanced technology nodes, which makes
them less susceptible to soft errors. However, it has been
observed that the soft error rates of FFs resulting from faults
in combinational logic elements have increased as technology
nodes advance. Consequently, if an NPU design necessitates
fabrication with a newer technology node, a soft-error resilient
scheme tailored to the behavior of functional blocks in an older
technology node may not be optimal.

To further illustrate these findings, Fig. 5 depicts the varia-
tion in the soft-error reliability of Ethos U55 [8] functional
blocks in 16nm and 7nm Bulk FinFET technologies. We
calculate the SDCs for each functional block as described in
Sec. IV-D and use the Soft Error Rate (SER) FIT values for
the two technologies as mentioned in prior work [11].

The SDC rates of the functional blocks in 7nm is on average
3.3× less than 16nm. This resiliency behavior over technology
nodes is down to factors such as the sensitive area of a storage
cell, Critical Charge (Qcrit ) and Collected Charge (Qcoll). For
the 7nm FinFET node, the amount of charge collected, i.e.
Qcoll7nm is less than Qcoll16nm which results in higher SER FIT
rate for the FF in 16nm technology node [11].

4) Combinational Logic Faults.: Neglecting faults in com-
binational logic elements leads to an overestimation of reli-
ability. Prior works mostly ignore combinational logic faults

Fig. 6. Block-wise SDC contribution of Arm Ethos-U55 [8], while consid-
ering and not considering logic faults for all the four MAC configurations in
TSMC 16 nm technology node running ResNet-18.

Fig. 7. Block-wise SDC contribution of Arm Ethos-U55 for MAC-32
configuration while running ResNet-18.

because soft errors in FF and memory are present for a longer
time whereas a Single Event Transient (SET) generated at
the output of a combinational element affects the system
only if it gets latched by a FF. Previously, multiple levels
of masking [76] has rendered such a case unlikely. However,
with technology and voltage downscaling and increasing clock
frequency, the total contribution of SETs to Soft Error Rates
(SERs) has increased beyond negligible [57].

We show in Fig. 6 the difference in reported SDC contribu-
tion of each functional block in Ethos-U55, for the cases when
logic faults are and are not considered (See Sec. IV-D for logic
fault SDC contribution methodology). Clearly, the reliability of
all functional blocks is lower when combinational faults are
considered, showing that studying logic faults is warranted.
The sensitivity of functional block SDC rate to logic faults
consideration adds another variable to the search of an optimal
soft-error resilient scheme.

E. Area vs SDC Tradeoff Analysis for Ethos-U55

Our experiments have shown that the resiliency of the
NPU is a function of numerous factors interacting in a non-
trivial manner. With Ethos-U55 being utilised in safety-critical
applications, it becomes crucial to understand how a resilient
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version of Ethos-U55 can be designed with existing soft-error
mitigation and detection strategies to meet safety standards.

Fig. 7 portrays the spectrum of SDC rates and corresponding
area footprint of NPUs functional blocks for MAC-32 config-
uration running a CifarNet [37]. Functional blocks such as
Clock and Power Module (CPM) produces no SDCs (hence
are absent from the plot) as the block generates a clock for
the IP, not affecting any computation (they lead to crashes).
Traversal Unit (TSU) is the most vulnerable block due to its
function: TSU is part of CC, which manages the order of
execution and traverses the inputs correctly for the output-
stationary data-flow.

Critically, the number of FF (or area) of a functional
block is in no way an indication of their inherent soft-error
resiliency behavior. Intuitively, resiliency of a block is owing
to multiple factors such as the design, dataflow, utilization
of the block, workload, etc. Prior work [66] has showed this
trend for traditional CPUs using the variation in Architectural
Vulnerability Factor (AVF) [53] of functional components such
as L1 Cache, Physical Register File, and Reorder Buffer.

For instance, AO and TSU, despite having almost the
same area, differ drastically in their inherent soft-error re-
siliency.This is because AO is responsible for applying non-
linear activations to the output computed by MAC unit.
Therefore, the effect of a bit-flip in AO is likely to be masked
by either the non-linear activation function or the approximate
nature of neural networks [12], [36]. Similarly, DMA has 2×
the area of WD but the two share a similar soft-error resilience.
This is because of DMA’s sporadic use in U55, as the off-chip
data movement is very limited due to high reuse.

The absence of a positive correlation between the block
area and its resiliency provides an opportunity to understand
which blocks to make more resilient to meet system resiliency
requirements under area constraints.

IV. UNDERSTANDING ETHOS-U55’S RESILIENCY UNDER
EXISTING SOFT-ERROR MITIGATION TECHNIQUES

We first introduce the SDC rate per inference of the NPU
(SDCNPU ) formulation (Sec IV-A) using an example hardware
with just three fault sites. We then show how SDCNPU can
be formulated as a function of SDC contribution of various
functional blocks (Sec IV-B). We then introduce how SDCNPU
can be estimated accurately and feasibly (Sec IV-C). And
lastly, we explain how SDCNPU can be calculated when
combinational faults are considered (Sec IV-D).

A. SDCNPU Formulation
With the varying level of functional block level resiliency,

the search space for finding an optimal soft-error mitigation
scheme is a vast one, which requires solving the following
constrained optimization problem,

minimize SDCNPU

subject to area ≤ abudget
(1)

where SDCNPU is the SDC rate per inference of the NPU, and
can be calculated by particle beam experiments [56], RTL fault
injection [83] or modelling the hardware error behavior [58].

(P1,SDC1) (P2,SDC2) (P3,SDC3)

(FF1,BP1,Cycle1) (FF2,BP1,Cycle1) (FF3,BP1,Cycle1)

Fig. 8. An illustration of hardware fault-site (i.e., a bit position of a chosen
FF at a particular cycle). Each fault site is characterized by its probability to
experience a bit flip (Pi) and the SDC rate of the fault site (SDCi).

Our idea is illustrated in Fig 8, where each box represents
a hardware FF or fault-sites (we do not require FF to be in
close proximity. In a real system, multiple bit-flips can occur
in FF which may or may not belong to one functional block).
Each fault site is represented by two parameters:

• Pi: is the probability that a bit-flip occurs at fault-site i at
any instant of time and P

′
i = (1−Pi).

• SDCi: is the SDC rate of the system, when a bit-flip
occurs at fault-site i.

The probability Pi is dictated by the raw FIT rate FITi of
the FF i. Raw FIT rate gives the total number of failures, i.e.,
bit-flips, expected in the FF in 1 Billion hours of operation.
Hence, the probability that a failure can occur at any instant
of time (at a cycle), can be written as:

Pi =
FITi

220 ×8×109 ×3600× f req
(2)

where FIT rate of a FF is given as FIT/MB and f req is the
frequency of operation of the NPU.

The central question is, what is the SDC rate of the NPU if
we know the probabilities and SDC rate of each fault site? The
crux is to consider all possible events when a particle strike
happens at the hardware and model how SDC of each fault-
site contributes to SDCNPU . Consider Fig 8 as a representative
hardware with three fault sites. If a particle strike happens on
this hardware, the resulting behavior of the hardware can be
categorized as either of the following three categories:

• Single Bit-Flip: In this event, a bit-flip occurs only at
one fault site i.e., either at fault-site FS1, FS2 or FS3.

• Multiple Bit-Flips: In this case, more than one un-
derlying flip-flops can sustain bit-flips. Which means
affected fault-sites could be FS1FS2, FS1FS3, FS2FS3
or FS1FS2FS3.

• No Bit-Flip: And finally, there could be a case where no
bit-flip occurs in the hardware.

We assume that the occurrence or non-occurrence of any
event does not affect the probability of other events happening.
This is a fair assumption to make as we can see from Equ 2,
the probability of a fault occurring in a FF is dependent on
the raw FIT rate, which is an intrinsic property of the FF. In
that case, with basic probability theory, we can calculate the
probability of all possible 8 events in the case of given three
fault sites.

• (Case 1) Fault occurs at fault-site 1: P1P
′
2P

′
3

• (Case 2) Fault occurs at fault-site 2: P
′
1P2P

′
3
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• (Case 3) Fault occurs at fault-site 3: P
′
1P

′
2P3

• (Case 4) Fault occurs at fault-site 1 and 2: P1P2P
′
3

• (Case 5) Fault occurs at fault-site 1 and 3: P1P
′
2P3

• (Case 6) Fault occurs at fault-site 2 and 3: P
′
1P2P3

• (Case 7) Fault occurs at fault-site 1,2 and 3: P1P2P3
• (Case 8) No fault occurs:P

′
1P

′
2P

′
3

Having worked out the probabilities of all possible events,
SDCNPU can be written as a sum of the SDC contribution from
each possible event. In other words,

SDCNPU =P1P
′
2P

′
3SDC1 +P

′
1P2P

′
3SDC2 +P

′
1P

′
2P3SDC3+

P1P2P
′
3SDC12 +P1P

′
2P3SDC13 +P

′
1P2P3SDC23+

P1P2P3SDC123 +P
′
1P

′
2P

′
3SDCnone

(3)

where SDCi is the SDC of the system when only the ith event
occurs. If we look at Equ 3, we can simplify it further. Firstly,
SDCnone = 0 as there are no SDCs to be observed when no
fault occurs. Secondly, since the order of Pi ≈ 10−18, we can
approximate P

′
i ≈ 1. Lastly, the probability of multiple-bit flips

taking place is a product of two or more probabilities, which
ranges from 10−36 to 10−54. With such low probabilities, it
can be safely assumed that the likelihood of such an event
occurring is negligible, hence simplifying Equ 3 as:

SDCNPU ≈ P1SDC1 +P2SDC2 +P3SDC3 (4)

B. SDCNPU formulated as functional block SDC
If we look at Equ 3, we can simplify it further. For instance,

firstly, SDCnone = 0 as there are no SDCs to be observed when
no fault occurs. Secondly, since the order of Pi ≈ 10−18, we
can approximate P

′
i ≈ 1. And lastly, for (Case 4) to (Case 7),

the probabilities of the event taking place is a product of two
or more probabilities, the order of which ranges from 10−36 to
10−54. With such low probabilities, it can be safely assumed
that the likelihood of such an event occurring is negligible,
hence simplifying Equ 3 as:

SDCNPU ≈ P1SDC1 +P2SDC2 +P3SDC3 (5)

Extending our three fault site example to a hardware with
N fault sites, we can generalize Equ 5 as:

SDCNPU ≈
N

∑
i=1

PiSDCi (6)

Intuitively, Equ 6 is just the summation of the product
probability of a fault occurring at fault-site i and the SDC
rate of the fault-site.

As we are specifically interested in quantifying the reliabil-
ity of an NPU such as in Fig 1, we can re-write

N = NCC +NDMA +NAU +NWU +NMAC +NOU (7)

where NK is the total number of fault-sites in functional block
K. We can make use of Equ 7 to re-write SDCNPU as

SDCNPU ≈
NCC

∑
i=1

PCCSDCi +
NDMA

∑
j=1

PDMASDC j+

NAU

∑
k=1

PAU SDCk +
NWU

∑
l=1

PWU SDCl+

NMAC

∑
m=1

PMACSDCm +
NOU

∑
n=1

POU SDCn

(8)

Equ 8 can be interpreted as writing SDCNPU as the contribu-
tion of SDC from each functional block. A key observation to
make is that for any of the functional blocks, we assume that
the probability of a fault occurring in a fault-site within the
block is uniform, hence the omission of Pi,Pj....Pn from Equ 8.
This is a fair assumption to make, as for our purposes we
assume that a chosen protection/detection scheme is applied
to the entirety of a functional block.

C. Estimating SDCNPU

Equ 6 calculates SDCNPU precisely. However, it is imprac-
tical to calculate that equation because of the large number
of fault sites N. Calculating SDCi requires running RTL sim-
ulations for each fault site over the entire test set (MobileNet
[38] has more than 1 billion fault sites).

We use THALES [83], a reliability estimation tool validated
against RTL fault injection to estimate the SDCNPU as per our
formulation in Sec IV-A for all the possible configurations of
Ethos-U55. We observe that SDC calculation can be formu-
lated as integrating a discrete function over a finite domain:

SDCNPU =
N

∑
j=1

PjSDC j, j ∈ Z : j ∈ [1,N] (9)

In Equ 9, integrand f (·) does not have an analytical
form that can be calculated in practice. In such a case, we
propose to solve the integration numerically using Monte
Carlo integration [67]. Formally, SDCNPU can be estimated by
drawing K independent samples using a Probability Density
Function(PDF) and calculate:

SDCNPU =
1
K

K

∑
j=1

f (X j)

PDF(X j)
,

N

∑
j=1

PDF(X j) = 1 (10)

where SDCNPU is the Monte Carlo Estimator of SDCNPU . For
our purposes, we chose PDF = 1

N , where we sample the fault-
space uniformly. With the PDF selected for our Monte Carlo
Estimator of SDCNPU , we can estimate Equ 6 as

SDCNPU =
N
K

K

∑
i=1

PiSDCi (11)

where K is the total number of independent samples drawn
from all the fault sites. As we are interested in the resiliency
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characteristics of functional blocks, we can re-write the Equ 11
using Equ 7 as follows:

SDCNPU =PCC × NCC

KCC

KCC

∑
i=1

SDCi +PDMA ×
NDMA

KDMA

KDMA

∑
j=1

SDC j+

PAU × NAU

KAU

KAU

∑
k=1

SDCk +PWU × NWU

KWU

KWU

∑
l=1

SDCl+

PMAC × NMAC

KMAC

KMAC

∑
m=1

SDCm +POU × NOU

KOU

KOU

∑
n=1

SDCn

(12)

with K f unctional−block being the total number of independent
samples drawn from the functional block.

Equ 12 clearly articulate the respective contributions of
each functional block to the overall SDCNPU . Consequently,
it serves as a valuable tool for evaluating the potential impact
of employing specific soft-error mitigation strategies within
individual functional blocks or in combination.

D. Estimating SDCNPU With Logic Faults
The SDCNPU modeling so far ignores logic faults. When

logic faults are taken into consideration, the probability that
a bit-flip occurs in a FF is higher than that when logic errors
are ignored. We model this behavior as an increase in the FIT
rate of a FF. Specifically, we can modify the Equ 2 to:

Pi =
FIT

′
i

220 ×8×109 ×3600× f req
(13)

FIT
′

i = FITi +α (14)

where α is the factor by which FIT rate of a FF increases,
and according to Seifert et al. [71], is calculated as

α = SERComb ×
109

T
(15)

SERComb = f lux×CrossSectionArea (16)

where T is the number of hours of operation, SERComb
(error/hr) is the SER from the logic, f lux describes the
amount of particles that are bombarded per unit area of silicon
per unit time (particles/cm2/hr), and Cross Section Area
(cm2) is the logic gate area that is sensitive to charged particles.

An upper bound of SERComb can be calcualted by using
the methodology described by Gill et al. [30], with the values
described in Tbl. II. The formulation describes SERComb as a
percentage of nominal latch SER and is calculated as:

SERcomb

SERLatch
% ≈ LDcomb ∗ f req∗

∗

(
FOM ∗

{
( Fanin <d>+1−1)

( Fanin-1) ; Fanin > 1
< d > ; Fanin = 1

)
(17)

where Figure of Merit (FOM) is a technology and frequency-
dependent parameter. Since we are calculating an upper bound
on SERComb, LDComb = 1 (all logic faults reach a FF to get

TABLE II
CONDITIONS FOR ESTIMATING LOGIC FAULTS AT DIFFERENT

TECHNOLOGY NODES. [FLUX(particles/cm2/hr) = 0.001].

Technology
Node

Voltage
(V ) FOM (%) [88] Cross Section

Area (cm2) [33]
Critical

Charge ( fC)
FF FIT

Rate (FIT/MB)

16 nm 0.75 0.5 3×10−11 0.9477 50
7 nm 0.7 0.05 0.306×10−11 0.8059 10

TABLE III
RESILIENCE TECHNIQUES AND ASSOCIATED PARAMETERS FOR

ESTIMATING SDCNPU . FITHardened IS THE FIT RATE OF THE HARDENED FF
AND δ IS AREA OVERHEAD OF THE CHECKING LOGIC.

Type Technique Area
Cost

FITHardened
FITUnhardened

α
′

α

Redundancy DMR 100 + δ% - 0
FF Hardening Quatro [44] 157% 0.98 1
FF Hardening TSPC-DICE [43] 46.05% 0.75 0

captured), frequency = 1GHz, and SERLatch =
1
2 SERFF [30],

where SERFF is calculated for each block. (See Sec. III).
Fanin is the average number of inputs to logic gates in

the circuit. The higher the fan-in the larger the number of
susceptible logic gates at a fixed depth <d> feeding into one
equivalent latch. Since we only consider alpha-particles in our
study, we use d = 3.5 as mentioned by Gill et al. [30]. We
calculate the average Fanin for our four MAC configurations
by using the netlist obtained after synthesis and using the all-
fanin command available in Synopsys Design Compiler.

V. ETHOS-U55 RESILIENCY IMPROVEMENTS UNDER
DMR AND FLOP HARDENING

With the analytical model developed in Sec. IV-B, we can
now study the impact of conventional protection schemes on
U55’s resiliency. We start by discussing our experimental setup
(Sec V-A) for estimating the resiliency of possible Ethos-U55
configurations. We then show how DMR, flop hardening, and
a mix of the two techniques impact the overall resiliency of
Ethos-U55 (Sec V-B).

A. Experimental Setup
1) Resilient Configurations: The formulation in Equ 12 is

general; the component-wise SDC (SDCi) and faulty proba-
bility (P1), however, change with the protection scheme listed
in Tbl. III, which we describe next.

When DMR is used, it is assumed that none of the errors
will go undetected from the block. This results in

SDCBlock = 0, (18)

and can be used in Equ 12 to estimate SDCNPU .
Similarly, when FF hardening is used for flops in a func-

tional block, it reduces the probability of a bit-flip occurring in
any FF present in that block as hardening results in a reduction
in the raw FIT rate of the FF. This implies that

P
′
Block =

FITHardened

FITUnhardened
×PBlock (19)

where the ratio of the raw FIT rate of a hardened flop to that
of an unhardened flop is listed in Tbl. III. The calculated P

′
Block
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(a) DMR Without Logic Faults
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(c) Flop Hardening Without Logic Faults
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(d) Flop Hardening With Logic Faults
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(e) DMR, Flop Hardening + SET

1.00 1.25 1.50 1.75 2.00
Normalized Area

0.0

0.5

1.0

1.5

2.0

SD
C

1e 15
MAC-32
MAC-64
MAC-128
MAC-256

0.0

0.2

0.4

0.6

0.8

1.0

Fr
ac

tio
n 

of
 B

lo
ck

s R
ei

nf
or

ce
d

(f) Flop Hardening + SET W/ Logic Faults

Fig. 9. SDC rate per inference vs. area running Wav2Letter at TSMC 16nm and using a) DMR b) DMR with logic faults considered c) Flop hardening d)
Flop hardening with logic faults considered e) Flop hardening supporting logic fault elimination and f) using a mixture of DMR, flop hardening, and flop
hardening supporting logic fault elimination for the functional blocks in Ethos-U55.

becomes the probability of the block under FF hardening and
can replaces PBlock in Equ 12 to estimate SDCNPU .

Lastly, when FF hardening with SET elimination is used, it
reduces the probability of a bit-flip occurring in the flop, and
we can use Equ 14 to estimate the new fault probability as

P
′
Block =

FITHardened +α
′

FITUnhardened +α
×PBlock (20)

where α
′

is the new increase in the raw FIT rate of the FF.
The calculated P

′
Block becomes the probability of the block

under FF hardening and can be used in Equ 12 to estimate
SDCNPU .

2) Area Evaluation: We use the Synopsys Design Compiler
with the TSMC 16nm and 7nm library to obtain the area
numbers for the Arm Ethos-U55 base configurations of MAC-
32, MAC-64, MAC-128, and MAC-256. We estimate the area
overhead of each protection scheme to each configuration
in Tbl. III. Specifically, we synthesized the checking logic,
which is estimated to have an overhead (δ in Tbl. III) of
7.3%, 8.4%, 10.7% and 13.5% at 16 nm and 5.1%, 6.6%,
7.4% and 10.1% at 7 nm for MAC-32, MAC-64, MAC-128
and MAC-256 respectively.

B. Results
1) Ethos-U55 with functional block DMR: With func-

tional block level DMR, Ethos-U55 is able to reduce its SDC
rate down to ASIL-D levels with around 2× area overhead

for all the MAC configurations. Fig. 9a shows SDC rate
per inference vs. area of various configurations of Ethos-
U55. Each block in U55 can either be left unprotected or be
protected by either DMR, flop hardening, or flop hardening
supporting logic fault elimination. The heatmap shows out of
6 functional blocks in Ethos-U55, what fraction of blocks are
protected. We show only the Pareto optimal configurations.
The horizontal dashed line shows the required SDC rate per
inference to meet ASIL-D standards as calculated in Sec III-B.

If we look at the bottom right of Fig. 9a, we find that
configurations yielding the lowest SDC rates have almost all
the functional blocks redundant because with DMR we either
make an entire block redundant, or we do not, latter resulting
in unprotected blocks contributing to the overall SDCNPU .

DMR can also detect soft-errors that might occur due to
faults in combinational logic. And that is why, for the optimal
configurations in Fig. 9b no extra silicon is spent as compared
to the configurations in Fig. 9a to achieve the lowest possible
SDC rate when logic faults are considered.

2) Ethos-U55 with flop hardening: Ethos-U55 is not able
to achieve the required SDC rate to meet ASIL-D standard
when block-level flop hardening is employed as shown in
Fig 9c. We see that with just around 60% area overhead, flop
hardening SDCNPU gets extremely close to the desired SDC
rate when all the blocks are hardened. We can understand this
behavior by looking at the Equ 12, where we see that SDCNPU
is dependent on the individual SDCs of the functional block,
along with the probability of a soft-error occurring in that
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TABLE IV
U55 CONFIGURATIONS MEETING THE ASIL-D SDC RATE PER INFERENCE
REQUIREMENT AT TSMC 16NM AND 7NM TECHNOLOGY NODES. HERE, 0

= NO PROTECTION, 1 = FF HARDENING, 2 = DMR, AND 3 = FF
HARDENING SUPPORTING LOGIC FAULT ELIMINATION. BLOCK ORDER:

[AO, DMA, MAC, REG, TSU, WD].

MAC Config 16 nm 7 nm

MAC-32 [1, 3, 3, 3, 2, 2] [3, 3, 3, 3, 2, 2]
MAC-64 [1, 3, 3, 3, 2, 2] [1, 3, 3, 3, 2, 2]
MAC-128 [2, 3, 3, 3, 2, 2] [2, 1, 3, 3, 2, 2]
MAC-256 [2, 2, 2, 3, 2, 2] [2, 2, 2, 3, 2, 2]

block. When flops are hardened in a block, it reduces the
probability of a soft-error occurring in the block (in this case
by 98%), but is not sufficient to achieve the desired NPU level
SDC rate.

Fig 9d shows that just flop hardening is also not enough to
achieve ASIL-D level SDC rate when logic faults are taken
into consideration. We use Quatro [44] FFs for our analysis
which do not offer protection against SETs, i.e. if a SET
carrying enough charge, travels to the input of a hardened
flop while meeting the setup and hold timing requirements,
the FF will capture it as a normal input resulting in a bit flip
due to a combinational logic error.

3) Ethos-U55 with flop hardening and SET protection:
When TSPC-DICE [43] FFs are used for mitigating soft-
errors in Ethos-U55, we observe that U55 does not meet the
ASIL-D level SDC rate for any of the MAC configurations as
shown in Fig 9e. Moreover, when compared with the resiliency
of Etho-U55 with Qautro [44] FFs we see that Quatro FFs
overall achieve a SDC rate much closer to the desired levels
as compared to the TSPS-DICE ones. This is because even
though TSPC-DICE FFs can mitigate SETs (and hence logic
errors), it does not reduce the probability of a fault occurring
at a fault site to the same extent as a Quatro FF which results
in a poor resiliency performance.

4) Ethos-U55 with a mix of DMR, flop hardening, and
SET protection: In this evaluation, each block can either
be left unprotected or use one of either DMR, Quatro FFs,
or TSPSC-DICE FFs. Fig. 9f shows that while using a
combination of DMR, Quatro FFs, and TSPC-DICE FFs,
we can achieve our required resiliency with as low as 53%
increase in the silicon. This is a significant improvement upon
the configurations that used DMR, Quatro FFs, and TSPC-
DICE FFs in isolation. Also, as evident from Fig. 9f, there
are multiple different configurations available that have the
required level of resiliency, giving designers the option to
choose from to optimise for power and performance as well.

We see from Fig. 9f that there is a sharp decrease in the
SDC rate as the functional blocks are protected. With just 15%
area overhead, we are able to achieve an SDC rate of around
0.3×10−15, but to reach the desired ASIL-D standard SDC
rates, another 30% silicon area is required. We discuss the
reasons for this behavior along with our findings from the
optimal configurations of Fig. 9f in Sec V-B5.

5) What did we learn about Ethos-U55?: Tbl. IV lists the
Ethos-U55 configurations that achieve ASIL-D level resiliency

under area constraints for all four MAC configurations. We
see that for all 8 configurations TSU and WD functional
blocks have DMR as the preferred technique for mitigating the
effects of soft-error. This is expected because TSU and WD
blocks have the largest block level SDC rate per inference as
shown in Fig. 7 and DMR ensures that these blocks have zero
contribution to the SDCNPU in the optimal configurations. We
also observe that for MAC-32 and MAC-64 configurations,
required resiliency can be achieved without duplicating half
of the blocks and hence saving up on the silicon area.

If we look at the optimal configurations for both 16 nm
and 7 nm, we see that the blocks that occupy the highest
area (DMA in this case) are avoided for both DMR and
flop hardening as both techniques have a huge area overhead,
except for the case of MAC-256 configuration. In the case
of MAC-256, most blocks are made redundant as the SDC
contribution of each individual functional block is highest for
MAC-256 among all the MAC configurations.

We see that the optimal configurations have similar struc-
tures for both 16nm and 7nm technology nodes for all the
MAC configurations. However, the overall area overhead of
the optimal configuration in 7nm is 21.7% less than that of the
same configuration in 16nm owing to the reduction in silicon
area due to technology scaling.

VI. RELATED WORK

The main novelty of our work is three-fold. First, we carry
out a large-scale, RTL-based, reliability analysis of a commer-
cial NPU that is currently used by a number of customers in
the market. Other than works on GPUs [25], [40], [41], [85],
most of the reliability analysis is carried out by making use of
non-commercial ML inference accelerators. G. Li et al. [54]
use accelerators such as Diannao [14] DaDiannao [16], and
Eyeriss [15]. Reagan et al. [69] carries out reliability analysis
on their in-house accelerator [86], and so do Choi et al. [18]
and Zhang et al. [89].

Commercial accelerators such as NVDLA [4] have been
characterized for their soft-error reliability with Fidelity [35],
and TPUs [46]have been analyzed by Rech et al. [70]. Rech et
al. carry out beam experiments to study the reliability, which
involves a sophisticated and not readily accessible facility
and Fidelity makes use of a framework validated on 15X
fewer fault injections (larger the number of fault injections,
the higher the accuracy) as compared to our work.

Secondly, we characterize the functional blocks of the
NPU for their soft-error resiliency behavior as the functional
blocks are common across various designs of ML inference
accelerators. Whereas, prior works have primarily focused on
two factors related to accelerators: memory [18], [19], [40],
[52], and processing element [18], [40], [45].

Lastly, we analyze the effects of heterogeneous soft-error
protection schemes, where one selectively applies different
protection strategies to different functional blocks. Selective
resiliency methods are not new and have been studied at the
architecture level [26], [62], application level [32], [59], [84]
and hardware level [32], [39]. To that end, our paper presents
detailed studies in soft-error resiliency of individual functional
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blocks, which are missing in the prior art and can be useful
for future studies.

VII. CONCLUSION

We perform a thorough characterization of the Arm Ethos-
U55 NPU, which targets embedded space, against soft errors.
We show that while U55 is designed to meet ASIL B/C
standards, it does not meet the ASIL D standard. In order to
meet the ASIL D standard, we should that a calculated trade-
off between area and resiliency must be made. We show that
selectively duplicating certain function blocks while hardening
FFs in others allows us to meet the ASIL D standard while
minimizing the area overhead.
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